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Figure 1. Case study with the Finan512 dataset [11] of 74,752 nodes and 261,120 edges: (a) in the node-link diagram generated with
FM3 [27], we specify an exemplar (in red) and several similar substructures (in blue) are retrieved with k = 200, min = 10, max = 100,
and ¢ = 0.95; (b) the exemplar; (c) five most similar (1-5) and five least similar (6-10) retrieved substructures; (d) we specify 14
substructures around the exemplar; (e) the modified exemplar; (f) modifications are transferred to 10 retrieved substructures; (g)
modifications are transferred to substructures around the exemplar. All modified substructures are merged into the entire graph.
(h-k) Readability before (orange) and after (purple) modification transfer measured by four readability criteria (from top to bottom:
crosslessness, minimum-angle metric, edge-length variant, and shape-based metric); error bars depict 95% confidence intervals.

Abstract—We design and evaluate a novel layout fine-tuning technique for node-link diagrams that facilitates exemplar-based adjust-
ment of a group of substructures in batching mode. The key idea is to transfer user modifications on a local substructure to other
substructures in the entire graph that are topologically similar to the exemplar. We first precompute a canonical representation for
each substructure with node embedding techniques and then use it for on-the-fly substructure retrieval. We design and develop a
light-weight interactive system to enable intuitive adjustment, modification transfer, and visual graph exploration. We also report some

results of quantitative comparisons, three case studies, and a within-participant user study.

Index Terms—Node-link diagram, graph layout, graph visualization, user interactions
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1 INTRODUCTION

Generating appropriate layouts of graph data has been a major re-
search topic over the past decades, as witnessed by the extensive lit-
erature [5,12,24,30,59]. Among many solutions, node-link diagrams
are widely used, because they reveal topology and connectivities [23].
When the number of nodes and edges increases, algorithms aimed at
both computational speed and readability are valuable. New force-
directed layout algorithms have harnessed data features to layout a
large set of nodes and edges effectively [32]. However, additional lay-
out optimizations or manual modifications are typically required to
improve readability [61].

The aesthetics of a graph layout is often subjective and may
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vary with user preferences. Modern rule-based graph layout meth-
ods [15, 31, 36, 61] have successfully integrated users’ preferences
into layout. Nevertheless, such state-of-the-art solutions for interactive
fine-tuning of node-link diagrams work only for either dragging indi-
vidual nodes or the entire diagram (e.g., fisheye) [8, 14]. Interaction
techniques have enabled graph exploration but not layout modifica-
tion [4, 65]. In particular, fine-tuning of node positions in a layout has
to be manually performed, which is laborious and time-consuming.

We design an interactive exemplar-based tuning algorithm for dis-
playing node-link diagrams in which exemplar is a local substructure
of the underlying graph specified by users, following the technique pro-
posed in [4] (Figure 1b). The key to our solution is first to find topolog-
ically similar structures to the user-chosen exemplar and then to morph
these structures automatically into a user-defined layout before embed-
ding them in the original graph. Transferring the user’s input has two
main challenges. First, substructures in a large node-link diagram can
have distinctive topologies. Identifying similar ones from the entire
diagram and constructing the correspondences between the two sub-
structures is a nontrivial task. Second, mapping the dynamic change of
one exemplar to another requires solving a two-dimensional substruc-
ture transformation. Our solution to these challenges has three main
components: representation, retrieval, and morphing of substructures,
designed to efficiently fine-tune substructures containing a group of
user-specified nodes and edges. Compared with the baseline method
(manual node dragging), our approach facilitates fast specifications of
substructures and local layout fine-tuning based on users’ preferences.

This paper makes the following contributions:
¢ A novel layout fine-tuning method that can simultaneously adjust



layouts of multiple similar substructures to user preferences;

* An efficient modification-transfer algorithm that can transfer
fine-tuned results of an exemplar substructure to other topolog-
ically similar substructures;

¢ A set of quantitative and qualitative experiments that evaluate the
efficiency of our approach.

2 RELATED WORK

We review two related areas: graph visualization techniques and inter-
action techniques.

2.1

Two-dimensional (2D) graph drawing methods have been broadly re-
ported in textbooks and surveys [5, 24, 59]. Force-directed and re-
lated drawing methods are classified into three categories [24]: force-
directed methods, dimension-reduction methods, and multi-level meth-
ods. Force-directed methods simulate physical forces on nodes and
edges to layout graphs; many extensions exist, e.g., spring-embedded
methods [17, 19, 32], energy-based methods [21, 35], and probabilis-
tic methods [10, 38]. Dimensionality-reduction methods aim to em-
bed high-dimensional information (e.g., the shortest path length be-
tween two nodes) into a 2D space, using methods such as multidimen-
sional scaling [3], self-organizing maps [2], and t-SNE [37]. Multi-
level methods focus on accelerating graph drawing using two main
phases: coarsening (simplify a graph into several coarser graphs) and
refinement (successively compute fine layouts from simple coarser
graphs) [20,27]. Besides these generic layout algorithms for node-link
diagrams, other methods aim to solve specific drawing problems. For
example, orthogonal layouts proposed in [8,36] improve readability of
node-link diagrams of power-grids, software, and financial markets.
Unlike prior studies on layout algorithms, our work focuses on in-
teractive fine-tuning by capturing users’ layout preferences through
interaction. Our algorithms can potentially support personalized and
fine-tuned layout of these current state-of-the-art graph visualizations.

Graph Visualization

2.2

We categorize interaction techniques into three levels: data-level, view-
level, and encoding-level.

Data-level interactions focus on selecting the data for display. The
user can interact with the graphs to see similar structures. A system
developed in [60] uses user-defined subgraph or motifs to reveal se-
lected structures but these motifs were predefined and could not be
modified by the users. Several systems [22, 63, 69] use PathRings
to define motifs in biological pathways, but they do not find similar
structures.  Novel machine learning solutions utilized in [41] mea-
sure the similarity between two graphs, but it is not feasible because
it does not locate substructures. A structure-based recommendation
approach [4] detects similar substructures in a graph from user input
and lets users subsequently interact with the detected structures. We
adopt this approach to measure similarity, thus reducing user input; we
subsequently introduce a new algorithm to further reduce users’ repet-
itive and effortful node editing through a substructure transformation
algorithm.

View-level interactions mostly support graph navigation. Topol-
ogy information can be exploited in browsing a large graph [49].
Fisheyes enlarge the display space for items of user interest to im-
prove readability. For example, SchemeLens [8] reveals orthogonally
laid-out diagrams. And the structure-aware fisheye proposed in [62]
reduces spatial and temporal distortions. Compared to these solutions,
our method supports the user’s defined input to customize layout.

Encoding-level interactions seek to manipulate the visual repre-
sentation and layout of graph data. An appropriate layout can bene-
fit analysis tasks [34,44]. However, generating visually pleasing and
useful layouts for large graphs is still challenging. NodeTrix [29]
combines two schemes to show inter-community relationships using
a node-link diagram and intra-community relationships using the ma-
trix representation. In many situations, analysts fine-tune the node
positions. An authoring tool proposed in [16] introduces continuous
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Figure 2. Workflow of our end-to-end system: (a) pre-computing node
embeddings and laying-out a node-link diagram; (b) detecting similar tar-
get substructures with a specified exemplar; (c) transferring user modifi-
cations to similar substructures; (d) merging modified substructures into
the entire layout with global optimization.

layout in response to user input. A method that could integrate multi-
ple graph layouts preserved topological structures in graphs by control-
ling the Euclidean distance between nodes of subgraphs [66]. Some
constraint-based layout editing methods [55, 56, 61] allow the user to
edit and explore a layout with selected constraint rules. However, these
methods aim to draw a constraint-based layout, and could not edit a
layout freely on nodes to reach a fine-tuned layout and incorporate
users’ preferences.

3 LAYOUT FINE-TUNING: WORKFLOW AND INTERFACE

We have designed and implemented an end-to-end tool for exemplar-
based layout fine-tuning to reduce the manual workload of refining
layout by suggesting fine-tuning candidates (similar substructures) and
transferring user modifications to those candidates (Figure 2).

Our workflow has four steps:
Step 1. Our algorithm calculates the node embedding of the entire
graph to retrieve similar structures (Figure 2a). A node-link
diagram is generated with an initial layout of the entire graph.
The user specifies an exemplar from the entire graph. Our
similar structure-query technique using the method in [4] re-
trieves several target substructures topologically similar to the
exemplar (Figure 2b). The user can also specify target sub-
structures from the node-link diagram.
The user modifies the exemplar’s layout. Our modification
transfer algorithm transfers the modifications to target sub-
structures (Figure 2c).
Our algorithm merges the modified substructures into the orig-
inal graph through global optimization to smooth the bound-
aries. The user can iterate from Step 2 to Step 4 to fine-tune
the layout (Figure 2d).

Step 2.

Step 3.

Step 4.

3.1 Step 1. Node-embedding-based Representations

Our approach uses a node-embedding technique to embed a node
into a low-dimensional vector subject to its local topology. For a
given exemplar, we employ the node-embedding-based representation
to represent and retrieve similar substructures from the entire graph.
In this way, we simplify the subgraph-retrieving problem to a simi-
lar multidimensional data-searching problem. Though various node-
embedding representations [13,26,28,45, 53] are compatible with our
approach, we leverage GraphWave [13] following the study conducted
in [4]. We pre-compute node embeddings because this process is time-
consuming.
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Figure 3. The user interface of our prototype system: (a) an exemplar
view; (b) a control panel; (c) a suggestions gallery; (d) a node-link view;
(e) a modification history view.

3.2 Step 2. Specifying Exemplar and Targets

The user can specify a substructure using the lasso interactions in the
node-link diagram (Figure 3a). We then use the similar structure-
query technique in [4] to retrieve a set of substructures that are poten-
tially similar to the exemplar (Figure 3c). Four parameters are used
in the searching process. The parameter k is used in the k-nearest
neighbors algorithm for retrieving similar nodes. A large k may intro-
duce many candidate nodes in a huge connected substructure; it will
be filtered out by parameter max. On the other hand, a small k limits
the number of candidate nodes, so that the probability of forming a
connected substructure is small. The parameter k should be tuned in-
teractively. We eliminate similar substructures whose node number is
less than the minimum count (min) or more than the maximum count
(max). We suggest setting min and max to be close to the number of
nodes in the exemplar (e.g., set min to be half #nodes and max to be
twice #nodes), so as to generate substructures of similar scale to the
exemplar. We also remove substructures whose Weisfeiler-Lehman
similarity is less than the minimum similar threshold (€).

Also, we let the user specify additional structures in the node-link
diagram using lasso interactions. We regard both retrieved substruc-
tures and user-specified substructures as target substructures.

3.3 Step 3. User-driven Fine-tuning

Our approach uses dragging interaction to interactively manipulate the
exemplar’s layout. The modification transfer algorithm described in
Section 4 can transfer the exemplar’s layout modifications to target
substructures’ layouts. We design an interaction mode called “for-
mat painter” (inspired by operations in Microsoft Word) to perform
the modification transfer. After modifying the exemplar’s layout, the
user can transfer modifications to other target substructures using the
“copy” and “paste” buttons. Our approach records modifications af-
ter the user clicks the “copy” button and transfers modifications into
target substructures after the user clicks the “paste” button.

3.4 Step 4. Global Layout Optimization

The exemplar and target substructures are parts of the entire graph. Di-
rectly merging the modified layout into the entire graph may lead to
abrupt boundaries of the modified substructures (Figure 4b). Thus, we
perform a global optimization to preserve the smooth boundaries of the
modified substructures (Figure 4c). The optimization process is simi-
lar to the deforming step, like the stress-majorization layout [21] (see
Section 4.2). We preserve details of the entire graph by minimizing
the relative position displacements of each node pair. However, opti-
mizing the entire graph is computationally expensive. We found that
deforming the layout of the surroundings of the exemplar and target
is to some extent adequate to reach smoothness. The surroundings of
a structure are the induced subgraph of the entire graph whose nodes’
distances are less than a given distance d to the structure, where d is
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Figure 4. Global optimization in the Finan512 dataset case study; (a)
original layout; (b) merging the modified target substructure into entire
graph without any optimization; (c) merging modified target with our
technique.

the maximum edge length in the entire graph. This ensures that nodes
adjacent in both topology and Euclidean distance can be included.

3.5 Visual Interface

We design and implement a visual interface, which consists of 4 parts:
The exemplar view (Figure 3a) supports exploring and modifying a
specified exemplar. When the user finishes modifications, the user can
use “format painter” to transfer modifications to the targets. The con-
trol panel (Figure 3b) enables the user to adjust parameters of the
modification transfer algorithm and the similar-substructure-retrieval
algorithm. The suggestion gallery (Figure 3c) sequentially displays
similar structures according to their Weisfeiler-Lehman similarities to
the exemplar in node-link diagrams. In the meantime, the user can
specify a structure in the node-link diagram as a suggestion; this is dis-
played at the top of the suggestion gallery. The node-link view (Fig-
ure 3d) provides visualizations with various graph-layout algorithms.
The user can use the lasso to specify a substructure as an exemplar,
which the exemplar view will then display. The modification history
view (Figure 3e) records layout change history applied to the exemplar.
Each record relates to a piece of modification on the exemplar. The lay-
outs before and after modifications are shown side by side. The user
can reuse modifications in the history view for transferring. The most
recent history is displayed at the top.

4 MODIFICATION TRANSFER IN GRAPH STRUCTURES

Here we introduce a modification-transfer algorithm to transfer layout
adjustments from one graph structure to another. We define terms in
Table 1. Here, given a source graph structure layout S = (V*, E*), user
modifications change S into a new layout S’. And given a target graph
structure layout T = (V'  E"), we denote the modification transfer as a
process of analogizing the modifications (S — ') to the target graph
(T — T') in three steps:
Step 1 Marker selection first aligns 7' and S with correspondences
C generated by the graph-matching method and then selects
some finely matched correspondences as markers (Figure 5a).

Step 2 Layout sin}ulation (T i> T) alters the laygut of the target
from T to T to simulate S and expands M to M (Figure 5b).

Step 3 Layout simulation (7 5 ') alters the layout of the target
from T to 7’ to simulate S’ (Figure 5c).

Here, we perform two rounds of layout simulate because S’ is usually

different from T, directly deforming 7 into the shape of S’ can lead to

unpleasing transfers.

41

The modification transfer algorithm relies on the correspondences be-
tween two structures, denoted as C = {(c{,c})}, 1 <i <min(|V*|,[V']).
Any graph-matching method that produces injective correspondences
is suitable for modification transfer. Six graph-matching methods [7,
9,25,42,67,68] are examined (see Suppl. Material! and Section 5.1
for comparison details). We employ Factorized Graph Matching

(FGMU) [68] because it achieves the best efficiency.

Marker Selection

Thttps://zjuvag.org/publications/exemplar-based-fine-tuning/



Table 1. Definition of symbols. Here G = (V, E) denotes a graph with its
layout, where V = {v{,v,,...,v,},v; € R? contains the positions of a set
of n nodes and E = {ey,es,...,en} is a set of m edges in G.

Symbol Description

S=(V5,E*) | A source graph layout

s’ A modified source graph layout

T = (V'E") | A target graph layout

T = (V',E") | The target graph layout that simulates S’s layout
T’ The target graph layout that simulates S’s layout
M The set of paired markers that matches V* to V'
(mf,mt) € M | A pair of markers where m{ € V* and m € V'

C Correspondences between S and T’

(cl,ch)eC A correspondence pair where ¢f € V¥ and ¢} € V!
(vilx], vily]) The x and y positions of node i

V (k) Positions of the node set V in the iteration k

R A 3 x 3 affine transformation matrix

;. Layout ! ~,
: Simulation

~

Figure 5. Modification transfer. (a) Marker selection: aligning layouts of
target T and source S first, and then selecting a set of markers M from
given correspondences C between S and T'; (b) the first round of layout
simulation: altering the layout T to simulate S, which produces a new
target structure layout 7 and expands M to M; (c) the second round of

layout simulation: altering the layout 7" to simulate ', which produces 7'.

Because graph-matching methods may depend on the graph layout,
we layout the exemplar and target substructures with the same algo-
rithm before constructing correspondences. We employ FM?3 [27] be-
cause it is one of the most efficient layout algorithms to our knowl-
edge. The graph-matching methods can generate unpleasant match-
ing results because these methods build correspondences for all nodes
even if they are not well matched. To examine their correspondences,
we first align two graph structures S and 7' according to the corre-
spondences (described in Section 4.2). If the graph-matching method
generates correct correspondences, we align two corresponding nodes
together in the aligning step and almost all of their neighborhoods can
possibly be matched. Thus, we implement the correspondences filter-
ing algorithm (Algorithm 1) to select “fine” correspondences ((c{,c}))
that satisfy:

1) The distance between ¢§ and ¢! is less than the average length of
their adjacent edges multiplied by a given ratio (ry); and
2) ¢}’s neighbors are mostly matched to ¢’s neighbors (with a ratio
greater than r,).
We fix r; and r, to be 2 and 0.5 in our implementation. A smaller r;
and a larger r, lead to fewer, possibly more accurate correspondences.
There is a trade-off between accuracy and number of correspondences.
Here, we use these “fine” correspondences as a set of markers M for
the layout simulation. In addition, our approach also supports specify-
ing markers manually to match user preferences. The user can click
on two nodes, one in each of the exemplar and target substructures, to
specify a pair of markers.

4.2 Layout Simulation

The goal of the layout simulation is to smoothly deform the markers
of the target T to those of the source S, while preserving the original
layout of the target 7 as much as possible (Figure 6). We do this
in three steps: aligning, deforming, and matching. The aligning step
scales, rotates, and translates 7" to minimize the dissimilarity to S (Fig-

Algorithm 1 Correspondences filtering

Input: S = (V*,E®): a source graph; T = (V' E"): a target graph;
C= {(clY , cf)} a set of correspondences; r,: @ minimum common
neighbors ratio; r;: a maximum distance ratio;

Output: M = {(m!,m})}: a set of markers;

1: Init markers M = &

2: for each correspondence pair (cf,c}) do

3 ns < ci’s neighbors’ corresponding nodes

4: nt < c&’s neighbors

5 nu < ns(\nt

6 if Count (nu) > Count(ns) x r, or Count (nu) > Count(nt) X ry,
then

7: ds < the mean length of adjacent edges of ¢!
8: dt < the mean length of adjacent edges of cf
9: d < distance between ¢{ and ¢}

10: ifd <dsxr;andd < dt xr; then

11: Add (cf,ct) into M

12: end if

13: end if

14: end for

15: return M;

ure 6d). The deforming step alters the node positions of 7 to simulate
the shape of S (Figure 6e). The matching step constructs correspon-
dences between the nodes of 7 and S by searching their neighbors
(Figure 6f). These steps iteratively deform 7 into the shape of S until
no more new correspondences are constructed.

Aligning. We assume that both the topology and the layout of the
source structure are similar to the target. To minimize the layout dif-
ference, the node-link diagrams of S and T are aligned. This step only
transforms the global location and orientation of the target structure,
not the positions of individual nodes.

We use a small set of predefined markers to achieve an op-
timal alignment. The markers are a set of paired nodes M =
{(m$,mt)} ,m$ € V¥,mi € V' (Figure 6c). The markers on the source
and the target are aligned by an affine transformation R:

cos® sinfB rx s h tx
R = scale x —sin@® cos@ ty | = —h s ty €8
0 0 1 0 0 1

where scale is the scale coefficient, 0 is the rotation angle, and ¢x and
ty are the translation components. For the sake of simplicity, we use
a linear approximation of R (after the approximately equal sign). R is
calculated by solving the minimization problem:

M|
: s112
mﬁn;Hng—m;H , )

where (m',m$) € M denotes one pair of markers. The minimization
problem is equivalent to the problem:

i A(s,h,tx,ty)T —b||? 3
min 2 1A (5, 12.)" = b 3)

where A contains the positions of the markers in the target and b con-
tains the positions of the markers in the source:

mid mb] 10 m]

1 1

A= | mbl —mild 01 oD o M.
(C))

mt[x] and m![y] are the positions of the target marker m} and m?[x] and

m[y] are the positions of the source marker m{. The minimization

problem can be solved by:
(s,h,1x,1y)" = A'b, )

where AT is the Moore-Penrose pseudoinverse [48] of A. Thus, the
transformation can be defined as a linear function of the markers in
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Figure 6. Layout simulation: altering the shape of a target structure T
to simulate the layout of a source structure S. (a) a source structure
S; (b) a target structure T'; (c) a set of markers M; (d) aligning T to S
with markers M; (e) deforming T into S with markers M; (f) matching
the nodes of T to the nodes of S; two pairs of markers are constructed:
{(2,B) and (5,D)}; (g) the second round of deforming and matching; two
marker pairs are constructed: {(7,F) and (9,H)}; (h) the third round of
deforming and matching, one pair of markers is constructed: {(8,G)};
Iterations are performed until no more new correspondences are built.

the source. With the affine transformation matrix R, T is transformed
to align S by a linear transformation (Figure 6d). After modification
transfer, the target layout is restored by an inverse process of the align-
ment step, so that it can be merged into the entire layout with the orig-
inal rotation and scale.

Deforming. The deforming step seeks to alter the shape of T to
simulate S. We design an energy function to represent the process:

E =FEs+YEpy, (6)

where 7y is a weight parameter. The deforming step is equivalent to
minimizing E. Tt seeks to force positions of target markers n} to ap-
proach source markers m;} (Ey) while preserving the original layout
information to reach a smooth deformation (Eg). Here, we denote Ej;
as the sum of distances between pairs of markers:

1]
Ey = Y ||} —m}]| . )
1

Eg represents the layout change between T and T, which is con-
structed by two items:

Es= aEp+ BEp, ®

where o and B are two weights, Eg is designed to preserve orienta-
tions of vectors between node pairs after the aligning step, and Ep is
designed to preserve distances between node pairs. Eo is defined as:

o o\(12
") — norm(¥; fvlj)|| . ©)

Eo =Y wijllnorm(v -V

i<j

" v4

V() T~
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Figure 7. Different weighting schemes. The node v, is moved to a higher

position while nodes vy and v4 are fixed in their original positions. (a) is

the original layout. (b) is the layout that preserves the distances with

a=0,=1,and y=100. (c) is the layout that keeps both orientations
and distances with o = 1, =1, and y = 100.

Here, norm(-) denotes the normalization of a vector. Ep is defined as:

t 3 ~f ~t 2
Ep =Y wij(|Ivf =1l =17 = #4112, (10)
<j
where w; is the weight related to the node pair (v;,v%), and (7, ) is
a node pair of the target structure after deformation (7). w; j is defined

as:
Wij = {

where w is a preservation degree on the edges. Setting w greater than
1 makes the algorithm pay more attention to preserve orientations and
length of edges.

Preferences on preservation of distances and orientations can be
configured by balancing « and . For example, when « is small,
the distances between node pairs can be mostly preserved (Figure 7b).
If we enlarge o, the orientations can be better preserved (Figure 7c).
Both weighting schemes are optional. The parameter ¥ is used to con-
figure the weight of moving marker positions in the target structure to
their counterparts. A large y ensures that markers of S and T’ can be
aligned.

Following the optimization process in the stress majorization tech-
nique [21], Ep and Ep can be minimized by iteratively solving:

if {i,j} €E'
otherwise

wilvh =42,

; an

Vi =512,

LY OV ke 1y =LYV, (12)
and

LoV (k+1) = L) Oy (o), (13)
where V! (k) and V’ (k+ 1) are the target nodes in time k and k+ 1. L,
and sz are two weighted Laplacian matrices defined as:

vt —wijinv(|[V] = V]I[), i#J
(Ly)ij= Ay L
Zl;&t( w )il 1= (14)
Ly)ii = i 1F
(L) { Yogiwi, i=j
V' (k)

and the definition of Ly, " is similar to L), except that v/ and vi; are
replaced by their counterparts in time k. The process is repeated until
the target layout stabilizes.

Matching. The matching step constructs node correspondences be-
tween S and 7. Any node pair (v, 7),i < [V*],j < [V!| that satisfies
[|vi— V’JH < rj is identified as one candidate correspondence. We con-
sider that r; should be adaptive to different \7’]-, and thus, we associate
r;j to the mean length of ﬁ’j’s adjacent edges. By default, r; is set to be
twice the mean length of the adjacent edges to avoid filtering out too
many candidate node pairs. To avoid overlapping, correspondences
should be injective. This maximum assignment problem can be solved
by the Hungarian algorithm [39,40]. Here, we use distances between
node pairs as the cost in the Hungarian algorithm.

Adequate correspondences can yield accurate modification transfer.
Thus, the aligning, deforming, and matching steps are iteratively per-
formed by using the already-built correspondences or markers. For ex-
ample, Figures 6(e-f) show the first round of deformation. With three
markers, the target can not faithfully mimic the shape of the source.
Additional correspondences are constructed by searching neighbors
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Figure 8. Quantitative comparison of several conventional graph match-
ing methods and our approach: (a) average accuracy of different frame
spacing in the CMU-house-image dataset; (b) average accuracy of dif-
ferent numbers of outliers in the Motorbike-image dataset; (c) average
accuracy of different numbers of outliers in the Car-image dataset.

(Figure 6f). Two more deforming and matching rounds improve the
accuracy (Figures 6(g-h)). The iteration stops until the number of cor-
respondences no longer increases. T is often similar to S after defor-
mation (Figure 6h). After that, layout simulation is performed again
to alter the deformed target T into the modified source S’ (Figure 5c).

5 RESULTS AND EVALUATION

We implement our system in a browser-based architecture. The front-
end application is developed with JavaScript using React and D3. The
back-end server uses Python 3.7.5 with flask, networkx, numpy, and
scipy. All experiments are performed on a Macbook Pro laptop with
an Intel Core i7-7820HQ CPU (2.9 GHz) and 16 GiB RAM.

5.1 AQuantitative Comparison

Our approach uses a set of markers generated by graph-matching

methods for modification transfer. We compared conventional graph-

matching methods to ours using the following benchmark datasets
with manually labeled ground truth:

1) The CMU-house-image dataset [68] contains 111 frames of a
house with 30 landmarks. We randomly remove 5 landmarks and
generate a graph with Delaunay triangulation that connects land-
marks for each frame. Frames are paired spaced by 0, 25, 50, and
75 frames, yielding 444 pairs.

2) The Car-and-Motorbike image dataset [43] has 30 pairs of car
images and 20 pairs of motorbike images. We used Delaunay tri-
angulation to generate graphs for each image, added 0, 4, 8, 12, 16,
and 20 outliers randomly, and removed unconnected nodes, yield-
ing 222 pairs of graphs.

Node-link diagrams of these datasets are generated by the well-
studied force-directed layout algorithm. We compare the accuracy of
graph matching results. Figure 8 shows the average matching accuracy
on different datasets. Our approach works slightly better than FGMU
and exceeds other methods, meaning that our improvements on FGMU
can generate more accurate results in most cases. Note that graphs in
these benchmark datasets are smaller than those in the case studies.

5.2 Case Studies

We show how our exemplar-based layout fine-tuning approach works
in three case studies.

We used FM? [27] to generate the layout of the Finan512 dataset
from the University of Florida Sparse Matrix Collection [11], which
is generated from multistage stochastic financial modeling [57]. The
graph consisted of 74,752 nodes and 261,120 edges rendered in We-
bGL (Figure 1a). We saw several “donut-like” substructures.

Next, we specified a substructure (here called an exemplar) for fine-
tuning (Figure 1b). We retrieved similar substructures using & = 200,
min = 10, max = 100, and € = 0.95 (Figure 1a). To verify the topol-
ogy of these substructures, we select target substructures as the five
most similar and five most dissimilar substructures according to their
Weisfeiler-Lehman similarities to the exemplar (Figure 1c). In addi-
tion, to fine-tune the “donut” subgraph, we use substructures around it
as target substructures.

We interactively modified the exemplar into a layout with a distin-
guishable structure (Figure le). After modification transfer, these sub-
structures became clearer (Figures 1(f, g)).

Our smooth merging scheme generated visually pleasing details
compared to direct merging without any optimization. For example,
the boundary of the substructure in Figure 4c is easier to distinguish
than the one without optimization in Figure 4b.

The Power-Network dataset is collected from the Network Data
Repository [54], which abstracts a power system: the nodes encode
buses and edges are the transmission lines among the nodes. The net-
work contains 662 nodes and 906 edges. A multilevel graph layout
implemented by Tulip [1] and OGDF [6] is employed to layout the
network (Figure 9a).

To reveal transmissions among a set of buses that may form a cycle,
we specify a set of nodes as an exemplar (Figure 9a, in red). With
min = 10, max = 100, k =5, and € = 0.5, two overlapped structures
are retrieved (Figure 9a, in blue). The retrieved structures are not
topologically similar to the exemplar, because our technique detects
embedding-similar structures, which are potentially similar to the ex-
emplar.  Thus we explore the node-link diagram to specify target
substructures. Several sets of nodes that may form cycles are specified
as target substructures (Figure 9b, in blue). Connections among these
nodes are obscured by the visual clutter. The exemplar is interactively
modified into a circle. Each target is deformed into a circle-like shape
by transferring modifications (Figure 9¢c). Now the connections among
nodes are far more distinguishable (Figure 9d) than the original layout.

We increase ¢ to increase the degree of orientation preservation,
which means that orientations of edges tend to remain unchanged.
This makes the shape of the modified target substructure smoother
(Figure 10c). Because the edge lengths before modification transfer
are not identical (Figure 10a), solely preserving distances can lead to
unsatisfying deformations. For example, setting ¢ in Equation 8 to be
zero generates irregular polygons (Figure 10b).

The Price_1000 dataset is a tree from tsNET [37] that consists of
1000 nodes and 999 edges. We layout the graph with a simple radial
tree layout algorithm [33] (Figure 11a), and find that sibling nodes are
overlapped due to the space constraint.

We select one representative subtree as an exemplar. To reduce vi-
sual clutter,this is reconfigured into a radial tree layout (Figure 11b).
To reconfigure other interested subtrees, we specify two nodes of the
exemplar as markers, and the algorithm transfers modifications on the
exemplar to other subtrees (Figure 11c).

Although there are some unpleasing details, their layouts are sim-
ilar to the exemplar’s. Rather than interactively reconfiguring these
subtrees from the original layout, our approach requires only a few
slight modifications according to the minimum angle and the symme-
try aesthetic metrics [52] to tune the details (Figure 11d) because it
generates an initial layout for each subtree.

Readability. To evaluate the readability of the results generated
by our approach, we use the measurements (crosslessness, minimum-
angle metric, edge-length variation, and shape-based metric) in [41] to
test readability improvement. All these measurements are normalized.
Larger values of the measurements suggest higher readability except
edge-length variation. Results of readability measurements for the Fi-
nan512 dataset, the Power-Network dataset and the Price_1000 dataset
are given in Figures 1(h,i,j,k), Figures 9(e,f,g,h), Figures 11(e,f,g,h),
accordingly. Bars representing measurement values before modifica-
tion transfer are in orange and bars after modification transfer are in
purple. Note that, in the case study with the Price_1000 dataset, we
also measure the readability after slight modifications (in light purple).
Results show that our approach improves readability in most cases.

5.3 User Study

We conducted a within-participant experiment in which we asked par-
ticipants to fine-tune structures layouts in three modes:

1) Baseline manual: mouse dragging without our approach;

2) Our semi-automatic method with markers specified by user;

3) Our fully automatic method with markers initialized by filter-
ing the results of FGMU.
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Figure 10. Different weighting schemes for the Power-Network dataset.
(a) a target substructure; (b) a low preservation on orientations with
a =0, =1, and y= 100; (c) a large preservation on orientations with
a =20, =1,and y=100.

Task. Participants performed a task involving modifying the struc-
ture on the screen according to the expert’s modifications on the exem-
plar. Twenty substructures from four real-world datasets are used.

Datasets. A graph visualization expert helped us define the 20 to-
tal substructures used in the study. He first chose five exemplar sub-
structures from four real-world datasets and then specified three target
structures for each of the five exemplars (Figure 12). Graphs generated
from four real-world datasets have already been laid out with M3 [27].
Substructures are extracted with node positions. The expert was also
asked to modify five exemplars’ layouts to support our task.

1) The Email-Eu-core dataset [51] is a time-varying email contact
network in a large European research institution with 986 nodes and
332,334 contacts. Email communications within every 24 hours form
a graph, yielding a total of 803 snapshots with 855 connected sub-
graphs. We obtained the first exemplar and its three target structures
from Email-Eu-core dataset (Figure 12a). The expert modified the ex-
emplar into a fan-like shape (Figure 12a-1).

2) The Mouse-Brain dataset [18] consists of 986 nodes and 1,536
edges. Nodes represent the mouse visual cortical neurons and edges
are fiber tracts connecting one neuron to another. We obtained the
second exemplar and its three target structures from the Mouse-Brain
dataset (Figure 12b). The expert modified the exemplar into a star-like
shape in which the interior node stays in the center and the leaves are
placed evenly around the interior (Figure 12b-1).

3) The Euroroad dataset [58] is a road network mostly in Europe.
Nodes represent cities and an edge between two nodes denote that
they are connected. The network consists of 1,174 nodes and 1,417
edges. We obtained the third exemplar and its three target structures
(Figure 12c) are extracted from the Euroroad dataset [58]. The expert
modified the exemplar into a round circle (Figure 12c-1).

4) The High-School-contact dataset collected from the SocioPat-
terns initiative [47] consists of 180 nodes and 45,047 contacts. We
created a temporal network following the procedure in [60]. The last
two exemplars and six target structures were obtained from the High-
School-contact dataset (Figures 12(d, e)). The expert modified one
exemplar into a shape in which the inner circle is laid out as a regu-
lar polygon and the surrounding nodes are placed orthogonally (Fig-

ure 12d-1). And he modified the other exemplar into an orthogonal
layout (Figure 12e-1).

We ensured that within the same dataset, the Weisfeiler-Lehman
similarities between three target substructures and the exemplar are
greater than 0.7. We recorded all modifications made by the expert
along with a list of instructions (see Suppl. Material).

Participants and apparatus. Twelve volunteers were recruited
to participate in the study (5 males, 7 females; aging from 23 to
27). All participants were students or researchers concentrating in
computer science. They are familiar with visualization and four of
them major in graph visualization. The study was conducted on a PC
provided by us equipped with a mouse, keyboard, and 24-inch dis-
play. The interface was displayed within a window size of 1920 X
1080 resolution. Parameters of the modification transfer are fixed to
a=1,=5y=1000, and w = 1.

Study Conditions. We tested the performance of different fine-
tuning techniques (baseline manual, semi-automatic, and fully au-
tomatic) on a small graph layout. Each participant was asked to pro-
cess three target structures in all four cases (one from the Mouse-
Brain dataset, one from the Euroroad dataset, and two from the
High-School-contact dataset) with three techniques, yielding 432
(12 participants x 4 cases x 3 targets x 3 techniques) trials.

Procedure. The study has two stages. We first trained participants
on the three manipulation modes (baseline manual, semi-automatic,
and fully automatic). They viewed a demo video of an expert’s oper-
ations using data samples extracted from the Email-Eu-core dataset
(Figure 12a), and then practiced till they felt comfortable with the
tasks. In the formal study, they were then asked to manipulate three
targets’ shapes to simulate the exemplar for each case using all three
techniques (4 cases X 3 targets X 3 techniques in total for each par-
ticipant). For each trial, an exemplar, a modified exemplar, and a tar-
get substructure were displayed on the interface (see Suppl. Material).
Participants were asked to manipulate the target substructure to simu-
late modifications made on the exemplar by comparing the exemplar
and the modified exemplar. They could also follow printed instruc-
tions (see Suppl. Material). With our semi-automatic method, partic-
ipants were asked to specify markers first. One pair of markers was
constructed by clicking on two nodes, one from the exemplar and one
from the target substructure. With our fully automatic method, mark-
ers were constructed automatically. Our two methods produced initial
layouts that simulate the expert’s modifications and participants were
asked to perform the task based on initial layouts. Parameters and ini-
tial layouts were the same for all participants. The order of four cases,
three techniques, and three targets was randomly assigned to each par-
ticipant to counterbalance learning effects. After the study, partici-
pants were interviewed to give some suggestions on our approach.

Hypotheses. We measure performance by participants’ completion
time and number of interactions. We anticipate that the quality of the
modified exemplar and the targets’ layouts makes little difference be-
cause participants were asked to fine-tune the target layouts until they
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Figure 12. Data samples in the user study. Five exemplars and 15
target substructures were extracted from the four datasets. (a) is ex-
tracted from the Email-Eu-core dataset [51]; (b) is from the Mouse-Brain
dataset [18]; (c) is from the Euroroad dataset [58]; (d) and (e) are from
the High-School-contact dataset [47].

were satisfied. We formulated three hypotheses:

H1 Our fully automatic method is more efficient than the baseline
manual method.

H2 Our semi-automatic method is more efficient than the baseline
manual method.

H3 There is no difference in performance between our semi-
automatic method and our fully automatic method.

Results. Participants spent about 45 minutes on average on the user
study and got a reward of around $5 on completion. We recorded
the number of interactions (mouse clicking and dragging) that partic-
ipants performed and completion times to reach a satisfying layout.
The completion time includes marker specification, algorithm com-
putation, and layout modification; and the number of interactions in-
cludes marker specification and layout modification. Figures 13(a, b)
summarizes the results. We analyzed our results using significance
tests with significance levels set to .05.

The Shapiro-Wilk test, used to test the normality, suggested that
both the number of interactions and the completion time did not fol-
low normal distributions. Thus we used the Friedman test and pair-
wise Wilcoxon test. The Friedman test detected significant differences
in both the number of interactions (x%(2) = 154.96,p < 0.05) and
the completion time (x2(2) = 154.625,p < 0.05). Paired Wilcoxon
tests were performed on all cases to compare the efficiency among
three techniques. There were significant differences among all com-

binations of three techniques (baseline manual, semi-automatic, and
fully automatic) on two measurements (the number of interactions
and the completion time). The post-hoc analysis (Figures 13(a, b))
showed that our semi-automatic method performed most efficiently
in both two measurements, followed by the baseline method and last
our semi-automatic method. Thus H1 held while H2 and H3 were
rejected.

Feedback. We collected some representative participant feedback.
Most of them made comments along the lines of, “In fully automatic
mode, most results are pretty close to exemplar’s results. I have to
make little effort to modify them, especially in complex cases. But I
still have to verify whether there is room for improvement”. Many
of them mentioned that they were encouraged to attempt higher qual-
ity by the high-quality result generated by the fully automatic method.
Some of them mentioned that “It is boring to wait for the fully auto-
matic method to calculate the result”. Another complaint about our
methods is that markers are hard to determine. Most participants had
little experience in graph visualization. Interestingly, several partici-
pants mentioned that “The user study is like a game, fine-tuning lay-
outs makes me feel relaxed because I generate nice-looking results”.
One of them suggested expanding our user study into an online sys-
tem to collect more user data.

Discussion. We split the number of interactions and the comple-
tion time to look for deeper insights. The completion time consists of
three parts: marker specification, algorithm computation, and interac-
tive layout modification (Figure 13d). The computation time occupies
a small fraction (in green) in both the semi-automatic and fully auto-
matic methods. The marker specification (in orange) contributes a lot
to the completion time of our semi-automatic method. In most cases,
participants spent most time on interactively modifying layouts. We
also calculated average completion time per interaction for the three
methods; participants spent an average of 2.4 second, 2.6 second, and
3.3 second on each layout modifying interaction using the baseline
method, our semi-automatic method, and our fully automatic method,
respectively. Participants spent more time thinking about and verifying
results generated by our fully automatic method. Each interaction for
marker specification takes an average of 4.1 seconds. We observe that
almost all participants tended to choose internal nodes in the star-like
structures (Figure 12b) as markers. However, for structures extracted
from the High-School-contact dataset, markers were diverse among
participants. We report results of specified markers by an expert on
graph analysis in the Suppl. Material. A good pair of markers should
be able to assume the same role or status in the source and the target
(e.g., cut nodes). This indicates that experience in and knowledge of
graph analysis are necessary for marker specifications.
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6 DISCUSSION AND LIMITATIONS

In terms of the performance of modification transfer, our algorithm

outperforms the baseline method (manual node dragging), as demon-

strated in Section 5.3. It reduces or eliminates the laborious interac-
tions. And in terms of layout editing, our modification transfer algo-

rithm may be more flexible than rule-based layout approaches [31, 36,

61]. Rather than pre-defining a set of rules or metrics, our algorithm

supports arbitrary modifications on the exemplar.

Usability. Our visualization interface is implemented with a set of
fundamental interactions, such as lasso, drag, pan, and zoom. The
user can easily explore the entire graph and specify substructures.
Compared to box selection, lasso interaction enables the user to more
freely specify a substructure with a closed path. However, for complex
graphs, layout algorithms can lead to visual clutter. It is hard for the
user to specify structures in a virtual plane, so that selection interac-
tions such as filter and query will be suitable for complex cases.

Scalability. Our cases show that our approach can handle fine-
tuning on large-scale networks. Our interface with a WebGL rendering
engine supports visualizing large-scale graphs with rich user interac-
tions. Three aspects influence the scalability:

1) The substructure retrieval algorithm has a computational com-
plexity of O(|V*| x N), where N denotes the node number of the
underlying graph [4]. However, heuristic user-adjustments of the
parameter k (see Section 3.2) may reduce scalability.

2) Modification transfer consists of three parts: graph match-
ing, correspondence filtering, and two rounds of layout simula-
tion. The time complexity of FGMU [68] for matching S =
(VS,E) and T = (V! ,E") is O(k x max(|V' 2, |V*]) + |E'||[E*|?)),
where k is the number of iteration for FGMU. The average
time complexity of correspondence filtering is O(min(|V’|,|V*]) x
|E'||E*|/(JV!]|V*])). The first round of layout simulation involves
several iterations. The number of iterations depends on the num-
ber of markers. More markers can lead to less iterations. For each
iteration, the deforming step employs a procedure similar to the
stress-majorization layout [21], whose time complexity is the same
as the stress majorization. The time complexity of the matching
step is dominated by the Hungarian algorithm, whose complexity
is O(m3), where m is the number of nodes selected for matching.
The second round of layout simulation runs one time because no
more correspondences are built.

3) The global optimization runs as fast as the stress-majorization lay-
out, which is sensitive to the number of nodes in the surroundings

to be optimized.

Robustness. Case studies and user study indicate that our approach
can handle different kinds of datasets and layouts. Our approach is not
sensitive to the original layout, because we layout the exemplar and
targets with the same force-directed algorithm before building corre-
spondences. Although the user study suggests that our fully automatic
method works efficiently, we found that participants still performed a
few interactions based on results generated by our approach. The rea-
son may be that our approach generates similar layouts as the exem-
plar, not the same layouts; participants must check whether generated
results can be improved.

Limitations and future work. This work has several limitations.
First, the usability of the marker specification can be improved. We
plan to allow the user to interactively select markers from correspon-
dences built by graph-matching algorithms. An algorithm that can
rate the correctness of correspondences can improve its usability. Sec-
ond, we could also conduct a thorough user evaluation of readability.
We designed our method to transfer modifications among structures,
and thus the readability of substructure layouts generated by our ap-
proach depends largely on the exemplar’s modifications. Third, the
substructure retrieval algorithm detects potentially similar structures
using node embeddings. Its accuracy depends on the embedding tech-
nique.

In the future, we plan to perform both lab-based control studies as
well as insight-based studies in real-world settings on our prototype
system to measure readability [46, 50, 64], to characterise the goals
and effects, user perception, and insights.

7 CONCLUSION

We designed and evaluated an exemplar-based graph layout fine-
tuning approach that reduces human labor by transferring modifica-
tions made on an exemplar to other substructures. A user interface is
developed to enable fine-tuning of graph layouts. A quantitative com-
parison of two datasets with ground truth indicates that our approach
can reach more accurate correspondences. Three case studies show
that our approach works well on different datasets and layouts. A user
study shows that our approach significantly reduces or even eliminates
laborious interactions.
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